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Educational and Linguistic Support for Classes of
Foreign and Repatriate Students




Aims of the action

To support the teachers of Greek as a second language in primary and
secondary education by means of:

- a platform (Moodle, www.diapolis.auth.gr) for communication,
networking, education material, asynchronous workshops, uploading
teaching activities produced by the researchers and the teachers

- the organization of training workshops for teachers which aim at
enhancing their linguistic awareness

- the production of education material based on CLIL, which has not
been so far extensively employed in the Greek education system

- the generation of diagnostic tests as well as linguistic activities for
testing pupils’ linguistic competence (repetition, elicitation &
comprehension tasks on agreement, determiners, verb morphology and
prosody) and skills

- the compilation of the GLC based on written productions




Learner Corpora in Greek

Learner Corpora consist of students’ written and oral productions and are
annotated with respect to the students’ errors. These errors are supposed to
reflect their proficiency level and reveal aspects of their interlanguage. The
methodology employed in the compilation of Learner Corpora is based on the
computational analysis of linguistic data and is known as computer-aided error
analysis (CEA).

- 1st attempt to compile a Learner corpus in Greek by Tzimokas (2010)

- It consists of around 65,000 words and 291 texts

- This corpus is the first systematic attempt to codify a representative variety of
adult learners’ errors in Greek as a second/foreign language from an
impressive number of L1 groups.

- BUT:

-The error annotation scheme is complicated and inflexible for both groups of
users, teachers of Greek as a second/foreign language and researchers.

-It is based on a customary editing and validation tool with in-line annotated
files in an XML output format, which is not compliant with any modern in-line
XML-based linguistic annotation format (e.g., TEI Guidelines).




Greek Learner Corpus
[GLC]:

Data

The GLC consists of pupils’ written productions within the
diagnostic tests of proficiency in Greek

(generated in the framework of our Action)

e 1000 tests collected so far, i.e. 2000 short texts / 1000
tests more to come by the end of June

e Rich inventory of metadata, e.g. age, L1, age of onset,
years of residence in Greece, years in the Greek
education system, parents’ ability in Greek




Greek Learner Corpus: Text data

Activity 1: common among Test I, Test II and
Test I1I

O1 g1kbveg Seixvouv pia 1otopia.
Koitage tic eikdveg kat ypaye tnv 1otopia.




The cat stor




Greek Learner Corpus:

Activity 2: Test 11
Text data

X0zg Avav Kupiaxn xai nhyeg pia exbpopn pe towg yoveic oou xar pe @lAocug
covu. MNpaWe oxo nuzpoAdyiéd cou g nepacesg. O spwnozic Ba o BonBhncouw

* Me nowoug nAyate exGpoun;

* Mo nhiyaxe;

* T xavaze ounv exbpoun;

* Ty Bupaocar neprocédtepo and tnv exlpopn; Eyive xat: nouw o exave
va yeAdoeig, va oevoxwpnBelc A va @ofnbeic:

* Mg teAeiwoe ave N exbpopn;




: Greek Learner Corpus:

Text data

Pessaldevian |12 /72 7 26

...... o sy Activity 2: Test III

EFAmiles va $idas mall

T SEABVEALSS pPic BNE. Wedv Rali macPié 575 eon DEetainrian
ENGs fice gas afPrbeh (heon rar Sumap o iipar va ghvrw @iica Tone
waPaliia mng wiing. Suesunic dnug Funt aripe TS e
P va FaRilw aPrscd pdls pbPa rar b v %0 meiw “Pive
va Freaivae M

L6 Fus @Opd ¢ bpic 20 mbpt SaiPopt Grig TTPLENEC nb Te T aibin
Bsv o maS. B85 rar $80u MedY va Fu avehe T Alnrse

(PAYE pev Ta vda Sov s Wie SU Tona pEePlic. FRETE maAS. 585

Eapid SuAPoph; Wax va wiPadsic,

Feiih “\ebt\"p‘t‘ Treye fasus fey

vl gecg

Npav and 500 pépeg Nfpeg to napandGvw ypappa and évav @iho cou mow
piver oun Oeooalovien. MPAPE Ko o0 fva YRR YO VO 10U GnoVTIOOC,

Adyoviag

* Av Exug nder exbpogt o oG nfyeg
* Nog Moav oxcly

* T cou Gpeoe ounw exBpoya’sy Nari,
* Ti Sev oow Gpeoe; Natl
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Error Annotation Schemes

Error annotation schemas function as validation schemas and they have
two purposes:

1) to delimit the number and kind of errors that we think are necessary to
be encoded

2) to direct

a) annotators through XML validation schemas in various languages
(such as XML Schemas, DTD, NG Schemas) in order to avoid
common typos and/or more important mistakes in the process of
annotation and

b) machines to interpret tag-positioning.
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Error Annotation Schemes

The implementation of error taxonomies is driven by two
kinds of belief:

1) of the linguists as to what the real needs are for designing a
repository of errors

2) of other users that the error taxonomy should be manageable
and flexible to cover all of their queries
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Error Annotation Schemes and
Correction

Many LCs include a correction of the learner's error in parallel to error
annotation. However, error annotation and assignment of correct output
are only partly identified.

Critical factors for the assignment of correct and intended output are:

1) L1 of the speaker-learner
2
3

4) typographical clarity of learner's output

level of proficiency of the speaker

reoccurrence of the same or similar mistakes

)
)
)
)
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Error Annotation Scheme of GLC

The error annotation scheme includes (a) parts of speech,
(b) linguistic errors, e.g. determiners, clitics, tense, aspect

etc, and (c) , €.g. omission, substitution,
addition

Our error annotation scheme aims at thoroughly
describing the pupils’ errors avoiding to provide a
theoretical interpretation of the errors.
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Error Annotation Scheme of GLC:
choices, characteristics

GLC:

® is designed in both a linguistically- and user-oriented way

¢ does not include corrected output as part of its
annotation

® ambitions to encode errors as well as to annotate the rest
of the words within an extra POS tagset that reflects the
alignment between expected acquired phenomena and the
categories used based on the information about the current
state of the learner, coming from metadata
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Error Annotation in GLC:

A simple case
(1) arxisame na *péksume
started.PERF.1PL SUBJ play.PERF.1PL

Error tag: _ASP_PERF

Our error annotation scheme includes a rich inventory to
include categories such as that the aspect of the
infinitival should not be perfective. On the other hand,
our error annotation is not done based on an explicit and
detailed description of all possible grammatical categories
mentioned in a grammar book.
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Error Annotation in GLC:

An example

(2) *énas peristéri
a.MASC.SG.NOM pigeon.NEUT.SG.NOM

Error tag: (2a) _AGR_GEN (b) _GEN

Two possible error sources from two different words:

Either in the agreement of the two words or in the
assignment of gender to “the pigeon”. The one choice
excludes the other, but both are possible with scope two
different words.

Points of difficulty:
how to encode two possible overlapping errors (different
offsets) with exclusion relationship,
how to query cases like this in the corpus
17




Error Annotation scheme of GLC:

An example

(3) *mia d éndra
a.FEM.SG.NOM tree.NEUT.PL.NOM

Error tag: (2) _GEN, (b) _AGR_GEN/NUM

Two possible error sources from two different words with
an alternative in the second disjunct:

Xar

G (a) AGR (a,b)
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Annotation Scienc

: How do we encode linguistic data?

e Bracketings, XML tags, specialized format e.g. PropBank, ...

: How do we encode overlapping alternative and conjunctive annotatlons
:that need to be taken into consideration in users’ queries?

First Annotation Data Models:

e XCES = XML Corpus Encoding Standard
e Annotation Graphs [AG]

But:
e XCES was not comprehensive enough for many types of linguistic annotation

e AGs posed problems for representing hierarchical relations such as syntactic
dependencies
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Annotation Scienc

How do we handle diverse linguistic annotations of various resources for the
same phenomena? (interoperability problem)

Corpora, Formats, Schemes

® Penn Treebank

® Penn Discourse Treebank
® Negra

® TueBA

e TIGER

XCES
MUC-7
PAULA
COCONUT
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Linguistic Annotation Framework
The ide

An Interlingua for Annotation
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Linguistic Annotation Framewor
[ISO 24612

ISO 24612 covers inefficiencies of earlier annotation frameworks and aims at
implementing some basic missing features in encoding, storing and processing

of language resources:

e Descriptive adequacy for any level of linguistic annotation independently of
theoretical preference or formatting/encoding constraints

e Independence of language production means (e.g. sound, voice, image)

o Interoperability, i.e. different software utilities have immediate access to any
source of linguistically annotated data without discrepancies among them
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LAF Data Model and Novelties in GL

GLC adopts central architectural choices of LAF;:

e Stand-off Annotation (i.e. Separating original data from annotation data in
separate files) that allows for

o extensibility of the resource in ANY kind of annotation
e multiple error annotation efforts

e merging of annotations and their qualitative and quantitative
comparison

e Separation of annotation content and annotation structure within a graph-
based model

e No formatting constraint influences the structure of annotation (e.g.
XML syntax of nesting elements)
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LAF Data Model and Novelties in GL

The linking property of stand-off annotation provided by LAF provides the
chance to combine real data with both:

e the error annotation scheme and

e the GLC part of speech scheme in different layers avoiding encoding
problems with overlapping offsets

e Different linking ways between nodes and between edges express the
desired annotation dependencies

LAF data model is implemented within GraF’'s dump format, an XML
Serialization that implements a graph-based annotation

24




LAF Data Model and Novelties in GL

GLC adopts central architectural choices of LAF: ohysical structure
anchors/regions

e Primary data documents (read-only files)

. ' . i annotation content
e Base segmentation files (tokenization files) nodes/edges/links to regions

e Any number of annotation documents (annotation links to tokens)

e Header documents (they contain meta-data; linguistically-relevant
information about pupils’ state)

Annotation objects (content objects) are separate from reference points
(regions)

25




LAF’ s Physical Structure (PS) in GL

How is PS encoded?

e multiple way of referring to base or primary data (segmentation files have
their own reference structure) / great scope of granularity of data

representation
e continuous segments

e super and sub-segments
(especially suitable for errors of merging words, e.g. “ano t ¢ v” that
merges “ano” + “t ¢ v” can be reanalyzed, since there is another

orthographic error of the determiner “z ¢t v --> "t nv ")

e discontinuous segments
(often used in our LC for encoding badly-spelled or even words, such as

"napoa 6v po”insteadof “napab vpo’)

e landmarks
(single points, useful for a number of cases, e.g. encoding wrong presence

or absence of accent markers in Greek)
26




LAF s Annotation Content (AC) in GL

How is AC encoded?

Annotation content consists of two parts:

e a graph structure (includes nodes, edges, links to regions)

* Nodes are connected to other nodes via edges as well as to referenc
points of the whole range of regions in the segmentation files

e an annotation structure (represents linguistic information / error
annotation in our case)

Annotation objects (content objects) are attached to nodes/edges of the data
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LAF Data Model and Novelties in GL

Each annotation document consists of a “graph structure”

e “An annotation is defined as a label and a feature structure that is
associated with a node or an edge in the graph”

e Nodes of the graph are NOT annotations, but only carriers of annotation.

(1) 0a1r2x3i4s5a6m7e8 9n10all *p12é13k14s15ul6m17e18
started.PERF.1PL SUBJ play.PERF.1PL
Error tag: _ASP_PERF

node 1

S

base segmentation file

offset:
link 11-18

annotation file
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LAF Data Model and Novelties in GLC

(2) *0é1n2a3s4 p5e6r7i8s9t10611r12i13
a.MASC.S5G.NOM pigeon.NEUT.SG.NOM

Error tag: (2a) _AGR_GEN (b) _GEN

Annotation file Segmentation file
node 1 : : node 1
{AGR_GEN,
GEN}
link /
edge edge
node 2

node 2 node 3
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LAF Data Model and Novelties in GLC

(3) *Om1i2a3 & 4¢5n6d7r8a9
a.FEM.SG.NOM tree.NEUT.PL.NOM

Error tag: (a) _GEN, (b) _AGR_GEN/NUM

Annotation file Segmentation file

node 1 node 1
link
edge / edge
node 2
type: AGR: —_— e offset:
‘ {GEN, NUM} 0-9
node 2 node 3

30
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GLC, GATE and UAM Corpus Tool

Current and next steps

EGLC already collaborates with the team of American National Corpus (ANC) for

Ecouncelling and standardization issues (LAF is in its final pre-publishedé

-------------------------------------------------------------------------------------------------------------------



GLC: Benefits within analysis Cycle

@ Improved classification of error classes in various proficiency levels and thus one
gets

— a better understanding of what “moving from one proficiency level to a second” means

— more refined classification criteria for learners and production of targeted activities (i.e.,
errors that remained unobservable are revealed within their context of use even if their
frequency is not high though it exists.

—and, practically, an improvement in the standardization of proficiency levels in Greek
educational system

@ Improved and more complicated searching of learners' errors by both teachers
and researchers for both qualitative and quantitative analyses

@ Production of improved knowledge-rich tools of computer aided language
learning (e.g. spellcheckers, grammar checkers) for both teachers and pupils
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